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A PARADIGM SHIFT TO DATA ETHICS IN THE DATA
ECONOMY

The double-edged data economy

Data is the currency and oil of the new data economy - it is
generated and collected on a massive scale and at high speed
by our use of and interaction with social media, search engines,
connected devices, etc. Data is processed and analysed by
algorithms to formulate patterns, predictions and insights to
create value. The value of data is increasing, with its use no
longer restricted to profiling individuals and serving personalised
advertisements but also for improving decision making, facilitating
resource allocation, creating new businesses, and many more. With
the advancement of big data analytics, artificial intelligence and
machine learning (BDAIML), a wide range of new services such as
natural language processing, translation, image recognition and
virtual assistants have been created.

Undoubtedly, BDAIML are becoming increasingly powerful within
organisations to improve different facets of their businesses. These
modern data driven technologies revolutionise the way we collect,
process and use data. At the same time, they also bring challenges
to data protection, such as uninformed consent, covert collection
of data, unexpected use of data, exposure of sensitive personal
data and unauthorised re-identification, etc. Some usage of the
data may even give rise to moral issues such as algorithmic bias,
discrimination, and exploitation of personal weaknesses.
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Data ethics and the legitimacy of data processing project

Ethics may refer to cultural norms, communal values and/or
guiding beliefs of a community. There is no universal definition of
“data ethics’, or the value(s) or guiding principle(s) of data ethics.

Generally speaking, the term “data ethics” is used when people
refer to “ethical” data processing where the full range of freedoms,
rights and interests of all stakeholders are taken into account.

Against the background of seemingly conflicting interests of data
protection and technological innovation, data ethics emerge as a
solution for striking a balance between the two. There are growing
public expectations for data ethics - businesses and regulators are
increasingly asking for guiding principles and standards in this
regard.

With this in mind, the office of the Privacy Commissioner for
Personal Data Hong Kong (the PCPD) started researching into
the topic of data ethics in 2017. In February 2018, the PCPD
commissioned a US consulting firm to conduct a data ethics
project known as the “Legitimacy of Data Processing Project”. The
objectives of the project are to identify the core values of data
ethics and develop a tool - an ethical data impact assessment
framework - to assist organisations in Hong Kong to put data
ethics into practice. More than 20 organisations from various
sectors (e.g. banking, insurance, telecommunications, healthcare
services, transportation) were invited to participate in the project
by providing comments and feedback to the consultancy on the
draft ethical values and assessment framework, so as to ensure
that the recommendations and deliverables of the project are
practicable and relevant in the context of Hong Kong.
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The project commenced in April 2018. Key questions to be
answered by the project include:

«  What does it mean by “ethical” or “fair” processing of data?

«  What would an ethical data impact assessment consist of and
what are the standards for ethical data stewardship?

«  What is the direct or indirect linkage between ethical or fair
processing of data and the relevant legal requirements? What
aspects of ethical data stewardship go beyond the law?

- What are the motivators for businesses to adopt ethical data
stewardship and utilise ethical data impact assessments?

A report which, among other things, consists of a set of ethical
values and an ethical data impact assessment framework is
expected to be published in the fourth quarter of 2018. The PCPD
hopes that the project deliverables will help organisations in Hong
Kong to embrace data ethics as part of corporate governance -
making a paradigm shift to data ethics, and adopting the ethical
values and ethical data impact assessment framework in relation
to personal data processing, particularly when BDAIML are used
for processing personal data.
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PRIVACY MANAGEMENT PROGRAMME (PMP) AND
DATA ETHICS

While the spirit of PMP is to embrace personal data protection
as part of corporate governance responsibility and apply it
throughout the organisation, Data Ethics is one step further for
more ethical and fair use of personal data in the data economy of
the 21st century.

In this connection, the PCPD focused on promoting accountability
through PMP among businesses and educating the public to
raise their privacy awareness. The PCPD believes that promotion
and education efforts would be more effective than sanctions in
protection of personal data.

During the reporting year, PCPD
« conducted PMP professional workshops;

« assisted selected government bureau/departments in
developing their PMP manuals; and

« conducted inspection by using PMP framework to assess
personal data handling process of organisations.






